# 2021

1.

a)

i) **N-gram** method would be easy to implement and can capture short words completely and large parts of longer words. **NEED MORE INFO, 3 MARKS IS A LOT.**

ii) The tokens:

* **Dates** are hard to identify because there are so many “standards” for writing them. However, some rules can be written, including the fact that 4-digit numbers are usually years and that months cannot be digits higher than 12 and are sometimes written out as (sometimes shortened) words.
* **Shortenings** using periods are easy to mix up with sentence ending periods, but this can be solved by keeping a list of shortenings using periods.
* Proper nouns, e.g., “Coupe”, are tokens which are dependent on their capitalisation, so lowercase tokenisation of them loses information. The solution to this would be to keep the capitals to words which are not the starting words of sentences, then they would not lose this information.
* **OTHER POSSIBILITIES: PART NUMBERS**.

b)

i) Vocabulary: “1AB” x 26, “2BC” x 21, “3CD” x 27, “4DE” x 18, “5EF” x 20. Decision – any unknown items will be classified as “UNK”. **DECISION NEEDED FOR ORDER OF ITEMS (TERM FREQUENCY) + NEED JUST LIST OF ITEMS: [3CD, 1AB, 2BC, 5EF, 4DE, UNK].**

ii) Set A: **[9, 6, 0, 17, 0, 0]**  
Set B: **[10, 0, 9, 3, 11, 0]**  
Set C: **[8, 20, 12, 0, 7, 0]**

Term frequency (**BAG OF WORDS**) representation because the amount of bricks matters in a stock management system.

iii) sim (A, B) = (90 + 51) / sqrt(406) / sqrt(311) **0.397**

sim (A, C) = (72 + 120) / sqrt(406) / sqrt(657) **0.371**

sim (B, C) = (80 + 108 + 77) / sqrt(311) / sqrt(657) 0.586

**B and C** are most similar.

c)

i) Jaccard Similarity

ii) Pros:

* Satisfies triangle inequality
* Is a metric
* **FAST AND EFFICIENT TO COMPUTE**

Cons:

* No distinction between importance of different words
* Word frequencies are **ignored**
* Synonyms are as different as antonyms – no semantic analysis

2.

i)

K = 0.7

|  |  |
| --- | --- |
| Word | Unigram Probability |
| granola | (1 + 0.7) / (46 + 0.7\*27) 0.02619 |
| roll | (1 + 0.7) / (46 + 0.7\*27) 0.02619 |
| croissant | (2 + 0.7) / (46 + 0.7\*27) 0.04160 |

K= 0.07

|  |  |
| --- | --- |
| Word | Unigram Probability |
| granola | (1 + 0.07) / (46 + 0.07\*27) 0.0223 |
| roll | (1 + 0.07) / (46 + 0.07\*27) 0.0223 |
| croissant | (2 + 0.07) / (46 + 0.07\*27) 0.0432 |

The sample tables above show the effect on the relative probabilities as the K value varies. In particular, the larger values of K make the values more uniform. The smaller values accentuate the differences between smaller count values. For the correction task higher values of K would lead to less frequent words being selected with higher frequency than they would otherwise. The smoothing effectively makes the tail more uniform (e.g., a K value of 5 would treat roughly all terms occurring less than five times approximately uniformly). In contrast, a smaller k means less smoothing and the probability differences in terms with small counts will have greater effect.

ii)

Bigram probabilities for “i would like some breakfast”:

|  |  |
| --- | --- |
| Bigram | Probability |
| <s> i | 2003 / 8423 0.2378 |
| i would | 0 / 2623 + 0.4 \* (5 / 68237) 2.93 \* 10^-5 |
| would like | 2 / 5 = 0.4 |
| like some | 25 / 1522 = 0.0164 |
| some breakfast | 3 / 323 = 0.0093 |
| breakfast <e> | 2 / 6 = 0.3333 |

The probability of the whole sequence: 0.2378 \* 2.93 \* 10^(-5) \* 0.4 \* 0.0164 \* 0.0093 \* 0.3333 1.41678 \* 10^-10

Smoothing method is used because otherwise the lack of occurrences of “i would” would make the probability of the sentence occurring 0. With it, some leniency is allowed.

b) The model is **overfitted** to the training data because it does **extremely well on training** and **validation** data but **worse than the baseline** on the **test** data. This can be fixed by cross-validation, which randomly partitions data.

c)

from sklearn.feature\_extraction.text import CountVectorizer

from sklearn.linear\_model import LogisticRegression

# Data processing

data = ... # Loads a vector of raw text documents

train\_index = int(len(data) \* 0.8)

test\_index = train\_indextmp\_train = data[:train\_index,:]

validation\_split = int(train\_index \* 0.8)

train\_data = tmp\_train[:validation\_split,:]

validation\_data = tmp\_train[validation\_split:,:]

test\_data = data[test\_index:,:]

# Vectorization

one\_hot\_vectorizer = CountVectorizer(tokenizer=tokenize\_normalize, binary=True, max\_features=20000) # Reasonable number > 1k

one\_hot\_vectorizer.fit(train\_data)

train\_features = one\_hot\_vectorizer.transform(train\_data)

validation\_features = one\_hot\_vectorizer.transform(validation\_data)

test\_features = one\_hot\_vectorizer.transform(test\_data)

# Classification

lr = LogisticRegression(solver=’saga’, max\_iter=500)

lr\_model = lr.fit(train\_features, train\_labels)

evaluation\_summary("LR Train summary", lr\_model.predict(train\_features), train\_labels)

evaluation\_summary("LR Validation summary", lr\_model.predict(validation\_features), validation\_labels)

evaluation\_summary("LR Test summary", lr\_model.predict(test\_features), test\_labels)

[discussion]

3.

a)

i) HMM Emissions

|  |  |  |
| --- | --- | --- |
|  | NN | VB |
| Juliet | ¼ | 0 |
| love | 0 | 1 |
| people | ½ | 0 |
| Romeo | 1/4 | 0 |

ii) HMM Transitions

|  |  |  |  |
| --- | --- | --- | --- |
|  | NN | VB | <e> |
| <s> | 1 | 0 | 0 |
| NN | 0 | ½ | ½ |
| VB | 1 | 0 | 0 |

iii)

Romeo:  
P(NN|<s>, Romeo) = 1 \* ¼ = ¼

loves:  
P(VB|NN, love) = 1/2 \* 1 \* ¼ = 1/8

Juliet:  
P(NN|VB, Juliet) = 1 \* ¼ \* 1/8 = 1/32

# 2021 Resit

1.

a)

i) sim(D1, D2) = 6 / sqrt(12) / sqrt(18) = 0.408

**sim(D1, D3) = 6 / sqrt(12) / sqrt(4) = 0.866**

sim(D2, D3) = 6 / sqrt(18) / sqrt(4) = 0.707

**D1 and D3** are most similar

ii) IDF = log\_2(N/df)

IDF(the) = log\_2(4096/4096) = **0**

IDF(theory) = **4**

IDF(theology) = **9**

iii) The most discriminative is “**theology**” since it appears in the fewest documents.

b)

i) Unigram probability is contextless, it provides the probability that a word appears just based on its frequency divided by total amount of words.

Total = 200

|  |  |
| --- | --- |
| word | P(word) |
| euro | 0.375 |
| championship | 0.25 |
| Scotland | 0.125 |
| Wembley | 0.1 |
| ronaldo | 0.05 |
| referee | 0.05 |
| goal | 0.025 |
| defeat | 0.025 |

ii) Infinity since the term “euro” in D1 is not in D2.

iii) ![Text

Description automatically generated](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAdMAAABmCAYAAACQjnvfAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAACmXSURBVHhe7Z0JfBXV9ccPARWRRVAqCSIICCIilkRoKdWACCLiQtQqyl5Ahb9tEYhQ0KogFhClQgVtkABiXYiA4pIYQMUNE1REVsEFJVAosrkhZP73d3PPy2SY997Mm5fNnu/nM5mXO8ub5dxzzj33nvuqWAoSBEEQBCFmEsxaEARBEIQYEWMqCIIgCAERYyoIgiAIARFjKgiCIAgBEWMqCIIgCAERYyoIgiAIARFjKgiCIAgBEWMqCIIgCAERYyoIgiAIARFjKgiCIAgBEWMqCIIgCAERYyoIgiAIARFjKgiCIAgBEWMqCIIgCAERYyoIgiAIARFjKgiCIAgBEWMqCIIgCAERYyoIgiAIARFjKgiCIAgBiZsxPZo/jZpXqULNp+XTUVMWlaP5NK25z2O8YM5bpX8WFeh/cW3NqX/WjqLtHuF7qoKl+1zaUmg22Dm4gtKTzD7m+4T4UViwhjLTB9O0/MNFBY5364qXfQRBEOLIL7NlWi2ZRn1mkZXZmxJNUWCyX6XVn/1o/mEK6WDe67RANHYpcZR2vzuXBkzZbv73SGm8f0EQhAhImNcDiamp1JFW0zOrv1Dm084+ynvtDWozZiT1MSWCIAjC/x6la0wPb6Gcaf0piUOlSf1pWlY+FbiFS5loxxRkUX9V3jx9Lr1s369zOmXmFxQZu2hhvsJvaMW47uq47pSetYlMADEsNbr3ob7dVOP0jQ2025RpDq6j1xY0pD90v5CqmaIiCtVtvEbT+rcpuja1JPWfRll8farFVZB1qypvQ/3TR1BnvU8SdZ+7CW1d2pLzMPXn0DGuMXON7ZkFObeDwgLKz5pm+y7HucyzTur/ID2RjufF+zxMOZs2UX5mujm/WjqPo6wtB/VpQWFBPmVFe/fHfb+65mlZlF9wRG3EfYygpLQ56vMqGp1Sq+T7/Optesp2TeHfPz+P31H63Gdszy2JOqcvMN9lwPWUuKd0ekLfA3cRHKb8aZ3Vts7FYWdBEARF6RnTw2toWq9U6ra8Ic3cfIAs6yfaubApLU/rRX2mr3E3YD6O2TblYXqm6lDKP2aRdegTyjjrZRrQaxIt+camHN2AIR0/iC6dTDQ2dy5N7n0u1TSbwlLtXLr4D52IcvJo40G2BibE2+Zy6tTyFFMGlLHLn0G9Wg6k5Q3upc2HjpF17Gta2DCH0lKG0PT8/WY/sJ7mr6lPE3b+QIc2Z9EDPerRh9P6UMtuc4lGr6adx9T953akNQOuMfcf5NxNHS/7CH2zZBL1Ssuhhgu/pmNW0XOcSJmU1utRWhW6T2VT5z9Fqxvcra7nGB3aOI8uyxlJ3Vp1oVEbOtAcdQ3HdmbTWJpHacMyKP9wobJJOTS+Ty9KC73HA7R5ZkP1HlMoeUgWfYNT6/cwgFLU9zeYuZEOWercm++lBstHUErySMpSOyX2nkk7Fw9TO6fS1LxDJcO2q7LpE31NXt//OzRl/MtUdXi2ulfcx2Q6a0E/6jX+paLrof2UP30IpQz4iH6bi+ehnv2EGrRo9HybQ1aTkketVPezkkYlR5UaQRD+l7DixM95U61m6nTNpuZZP1s/WJszrreIkq0xuXvMHoDLr7cyNv+Ag6ypzXwes3Ox1U99D3XLsDYrC1DEz6p4WPGx5rzUb7G1E1v1tTWz+j232sod203t180am/u1FTo8DPZ7+mlzhtWtxLXtsXLHdLS6ZWy0jvE14fuObbQyuiValDjWyj1g+wYu19fN15tYdLzZxTqQa41JdN7bV9bifs2Kzrfv09jPfRyHrLypqcefy47rs7ZdT+g4cy4aZi3eeci8r57W1LxvzXZQ8v0e088z0Uqd+r46upiicrISx+RaB0LvNVWdy+zF77bENR1Tj26slej6/sM9j5L34X49fM1KdhZ/ZcoEQRCOp5Rapnto/Rtr1TqFOrQ6tahIU52atm1PzWgtvbF+jyljfB7T4FSqFbr6alS/cXO1z37atf8HU+bke/ps1hi6ZXI2JY5Jp7u6NPTVLE9o3pH+0G0nLXhtHelgJod4OzUpeZ7dG+iNbNWWuSyFWtW2bUk4k9pe1pIoew2t381jl2uo2zgldPzRrWtpsTo08cIm1CB0aCPqnfkZWTsfoC4/bor53MdzIjVo2poSC+bR/ZMyKCvr5ZIhTzslnrWhRj2qU8Pl7IVf0OpnViv7k0qd27q9x5300Rc7aMvqVymbWlLPzueViAwkNG1LlykPpuCjL2hXceP4eEpcUwLVqFNP3XGk9+98HnWpcZtG6ov20f7vjtDu9WvU9SRR+3ZNbdfD1ywIghCZ8Lo2LsyhtKQTivqfzHJCymjaZra6E8sxXiigd1btppapyVQwZTo9HgqJcj9Y8fe59oklNKFOf+hEBQtep7yDR3WId3GPG6l78+pmBwfz04r7C/VSi1JGrzIbI1Ojfh2l+iMQ4NzFnEgNe0+n/Lx/0fD6q2lEWk9KSTrJtW+zWZvGVN98jkrhYdq3rTgwejwFtG3ft7R/n9OZcrBtHx2KZEzjylE6tH+fWtei+nXCvE9BEIQIxGRMPedtJo6l3APHEEp2LJ9RZm/VKnAjlmM8kUjdMl6i3KVTaEzicho96kndv1fcD2b/Lrc+serUvNPl1K0gm17L20J5qoWadvPF1DDME0wck0sHSpyTl9nUO7HkcCUn3+85oNrR4Qly7pKcSInJV9B1ozJpp+6zzKWMvrtodFovGjDPZcCSFxJqUr1mkRJSEqlZvbp0ar0o5rlZveNbw6VGNap1aj21PkR7DjjTnwRBEKITk7pKqFWPmil1v2v/dw6FC0WJUFp9Ov+SdqoRso7Wbi0e4akHvWCEZpUUSl+x15QxsRzjBxPmq92J7pg5nBJXTaVxz27xZTA41Lt4eSYtW3wBdU+BAnZwxnl0SbdEKljzMW3VxtpQ+CVlDW6jWn7jaIVtcI+daue0ozRlh0qGOPfSivQU1fpUreUdjWI+d3QSqGaLLjToz8Oon249Ot+tR0wLnratopUf2wdE/UjbP15D2yiJLmzSiFrAMaHNtHzlhhIDywq3f0w525QklQh1lzbV6Izz26vrQQh6r+2++ZoFQRAiE5sx1UaFKHvBM7QK/WyH19P8f2QqpdPJ9CFWpxY3jKKpqWtVC3CKSZk4oozAEzRuxCyiQePojtTTi04WIpZjYuFEanjNaJo56DTKHj8z+uhfO8ZQbJs+hZ5N60op9n5LJqEF3fDAaEpVxnrU/UtoC4xeYQGtmXE3jZirbmPmMEp1Ow7UTqGBEwdRYvbDNGne+qLRu5uWU+aCfEoc9H90U0py7Oc+DmOkk/rTw2tMSgnO9e+llEM96dbOzRzpPl5RLfgeQ2is8z2u+DsNG/ycuo+i95jQvDulj21Dq0ZPoPtNepIeBTxsPGUnDqeZd3Si2qG+cLQYD1DBli9LGN54ktCiNz0wtZ2Sick0Qz8PyF4GTRr/nNlDEAQhPLH5/gnn0oB5S2he+3foUvSz1WpDg7+6gublzaABLUyfU832NHLRi7S45zc0omUd1bI6iZI6LKMGE3Np1Yxr3MOjsRwTCwmNqNvtgyi1YBaNuJtTI7xgQr2UTH27X6CUvRuqhZc8nBblzaSeu+6hlrWqUpWqSdRhWQOamLuYZvRuHOGh16ZzBz1Mq7IHEY1vQ7WqVKVaraYRjXzV3H+Qczs5nbpMWES5ExvQsg5JVBV9r6FzTadbk+2Dh/yRkHgZTXS+x1u2U8/FeZT/RO+i95jQkLpMnEd5iy+jXSNaqXutQlWTRtI3PWdSXv506t3wRH2uai0vp3H9fqIpl55JSVc8R5vjOu+knVMpeeQTlDeZn4e65vSvqNPIfrZZlCTPVBAEd6pY6GwTBMGFQjq4Yjyde+lnNHHzfBrEjqIgCIKDeLX1BKFSU7hlLnXHrEjjcsxIZsw0tYQm3T+PaFCEUduCIAgKMaaCoEhocR09mjuR2r/bn5KqIt2oKtVqOYeo78L4djEIgvCLRMK8giAIghAQ8bcFQRAEISBiTAVBEAQhIGJMBUEQBCEgYkwFQRAEISBiTAVBEAQhIGJMBUEQBCEgYkwFQRAEISBiTAVBEAQhIGJMBUEQBCEgYkwFQRAEISBiTAVBEAQhIGJMBUEQBCEgYkwFQRAEISBiTAVBEAQhIGJMBUEQBCEgYkwFQRAEISBiTAVBEAQhIGJMBUEQBCEgYkwFQRAEISBiTAVBEAQhIGJMBUEQBCEgYkwFQRAEISBiTAVBEAQhIGJMBUEQBCEgYkwFQRAEISBiTAWhAvPxxx/TjTfeSPfdd58piY3//Oc/9MEHH9DmzZtNifC/yLfffkvdu3en7OxsUyLECzGmEdi4cSOtW7fO/BcbX3zxhVZiWAtlD577li1byLIsU1I5+Pnnn7UB/c1vfkP5+fl01llnmS2xsXjxYmrfvj0NHz7clFR8KvI7q0jX9sMPP9BHH31E33zzjSkJz/fff09HjhzRBhWy9UvRS9DVX331lfnPO9DvODYuKKEod5QwWNu3b3ddvv76a+vHH380e5YNe/futVRrALXFuu6660xpbPzxj3/U58E6HqgXb915551Wjx499LU9/fTTZkv8aNKkiZWUlGQpL9aUVD4+//xz64orrrCqVKmin39KSop1+PBhszU8kDc3OVRKx9q3b5/Zq3TZv3+/pRRdSG6OHj1qtsTOP//5T32+Sy+91JQEQylu695777V69+5tXX311dbUqVPjKi/vv/++lZCQoOXQy3srSx544AH9LO+44w5TUn4899xzVmJior4eLPfcc4/ZEp5jx45ZjzzyiFW9enXrnHPOsXbt2mW2RAfv2K1+YNm5c2eZ6+oPP/zQ6tixo773hx56yJR65/rrr9fHQt9D7wehQhjTt956yzrjjDNCAuFcUKmaN29uTZ8+3RxReixdutSqX7++ddppp1nz5s2zfvrpJ7MlNuJlTJVHaQ0aNEg/i7PPPluf76KLLtLnHjNmjNkrPkBB4rwTJ040JZWLDRs2WPXq1dNLhw4dQnK0aNEis0d4unbtGtrfbalVq5Z18803a6NbWuA947tuuummuBhSEE9j+sorr+g6gmdxww03WJdddpk+d8OGDa2CggKzVzBgQE855RR9XtWqNqUVg7Zt2+rreu2110xJeFBv4/VMnPzlL3/R19GqVSvr9NNP159POOEEa+vWrWaPyLz77rv6GZ977rnWnj17TGlkZs2aZZ144on6u9wW6CfopWeeecYcUXpAV9euXdtq1KiR1tU///yz2eId6PfMzEz9/CDTS5YsMVv8UyGMKVi+fHnohaSmplrPPvuslZWVZc2ZM0e3MHhb3759zRHxB9cAYcALys/PN6XBiJcxHTJkiD4PvDBuARQWFuoWF8pXrFihy+IBnjnOCY83Xsq8LBk5cqT2NA8ePKj/h/HD/aSnp+v/I4EKyY7dySefrFv+UOZYjx492mrQoIHeVrduXeuDDz4wR8WP119/Xcsg6kAsyiEc8TKmUKa4vpYtW5YwEldddZU+v5eWkVeGDh2qzwnnoqKwfv16He3A/UcCrT84/zVr1tT3kJOTY7bEBxi/pk2bWi+//LL+/8iRI1b//v31dw0bNkyXeeHuu+/Wx3Tu3FnrEy+gVYtjsAwYMEDr6ueff976xz/+UWa6GtfAhvvAgQOmNHbWrl1r1alTR58TdiAWKowxhZfEL+G+++4zpcVAMHn7v//9b1MaP+AJN27cWCvQd955x5SGBwYNLbdonkw8jCkEFRW4RYsWOgRo56677tLnRysmXmzevDn0rL08i4oGG1Fm1apV+l5Q8b3QunVrvX+bNm1MSTEIBbGxPe+880xpfIAMwss+6aSTrC+//NKURsarHMbDmL733nta2eA8zlbZiy++qMs7depkSoID2cM58UwqCsOHD9fXNHnyZFNyPDBs/fr10/vx8tJLL5mt8QPfY+e7777TDQFEZLw6wZBnjgCwYY4GQst8X4gqOmGjjuXtt982pfHjjTfe0PoQuhq6Khp5eXme6gjku0aNGtoOxNK1UGGMKbx/fgHLli0zpcXA0+NWAcJK8QRxfigZhEiys7NNaWTQR4RrgTcWiaDGFMIKYYeHu2nTJlNaDHuJ6FuKJ+3atdPnHTt2rCmpvEDJwAh46f9Ga5CVSzjPesSIEXo7Frd3EisDBw7U58TaK17lMKgxhXJu3769Psftt99uSotBXz62QZHHE5bDWFsL8WT37t06tI0wJz47gZw9+OCDWhlD2f/+97/X146lNIypG7fccov+vldffdWUROfRRx/Vx6B16gUYJuwPneQ06ADGju/7/vvvN6XxAboaTi4cTq+6GvUY1xKtjgBEhmAHUE/89v9WmNG8GzZsMJ+ILrzwQvOpGKUMSRlT/dnLqDU/qApAubm51KNHD1KG2pSGByMtH374Yf358ssv1+vSQCkwuvnmm0lVUlKGgFq2bGm2FIN9wK5du/Q6XijPWq9/CUPolbdJp556auhZRWLbtm36eQM3OQSJiYnmE9G+ffvMp2BgJOKTTz6pP19//fV6HY2ykkPwxBNP0Jo1a3QdfOihh0xpMbgWsH//fr2OFyyHjz32mF7Himp10KJFi9B4MCX+WbBgAR06dEjLxa9+9StTWoxqsdFdd92l6+LcuXNpxYoVZkvZwfpLtTL12gu33XYbnXHGGbRy5Ur65JNPTGl4lLHU6/PPP5+U4dGf7ZRG/WCgq3GNd9xxh2ddrRwx/dlLHVFGlK644gptD/BdfqgwxhTpC6BOnTp05pln6s9OMKwbQDE6OXjwIK1du1avneCBrl+/nj777LNQpWd++uknUh6L/gxj6oXp06fTzp07SXmpdM4555jS+LN69erQcO9w14bKDZQnrNfxIjU1Va/x3JSHpj9XZmBQvTwjlkPQokUL86kkLIdAtWLNp2K2bt1KX375pfmvJEhFgDLYu3evKSnirbfeMp9Ip7B4oazksLCwkFQLWH8eMmQIVa9eXX+247yfeMFyCMMURA5vvfVW7ZiqFqUp8Q8bqNatW+u1E9VipZ49e+r3O2DAAFNatrAD+P777+u1F6pWrUq9evXSnxcuXKjX4YAzAqcKxFo/oKORkgK5cgJnDGk+0NXHjh0zpUXgvNDVaFiNGDHClEYGdQQG/fTTT/dcR1jX4rtgH7xSYYwpFBDo0KGDq9KDEdyxY4f+DI/Izpw5c7SnmJycrHOnkEcF8CDS09P1g2zTpo1+mE5vEULH3lOnTp30OhwQtIEDB9LYsWP1/2jBwLDbl7jlLClef/11vcbzuOSSS/RnJ6zE6tatq9fxAs8LFQHP0E/FrIjAyYIShdKIBsshCKcsPv/8c73Ge2nUqJH+DPDuoWhxHGRt6dKlZgvRm2++Sb/97W/p7LPPpgsuuICuuuoqs6UIXCNo2rQpnXbaafpzOMpaDnNycmj79u36fvv3729KS8JOn5vyDALkEMYbijSIHHKLNNaWKaIa7777rv4cTinfdNNN9NJLL5WqYxMN1p0wSF4iMQzrl2gt2q+//poOHDigP0erH8BeP6CX//SnP2ld3bZtW+0osa6GDENXN2zYkH7961/rZwhH3g5ypaGrEaGLlncNm3DNNdeE6si33357XB0JF+H83e9+p9f4Lj8yV+FaplA4bmRlZenkZNC7d2+9BginjBkzhrp27UrVqlXTSuTVV1/V24YOHUqPPPJISKggaE6vnx8WWi6tWrXSn8Pxwgsv6Jlkatasqf/Hi8eD5wUC6RaKjRW0TAG8TYRh3EDLBOBa4gm8Pyh9wErEK/A6EVILsrAjERRUVrRI4IxBPqLBcnjSSSdpw+cEyhiGEcDxYycGTg0MZO3atbUM4PvuvfdevW3ZsmXUpUsXLZus7JxyyDMTtWvXTq8jUdZy+PTTT+t1kyZNqFmzZvqzE77+evXq6XW8gByy4vQrh/EEEQXWP3gOFZXnn39er+EEc+PDCzBgAN1tkUL1XiI3HAYGqCPMnXfeqUPl0NVwbBGNga7+73//q/eDrubWKOpJ8+bN9WcGNgDAEEfjlVde0XWQ6wh0u7OOJCUl6W1OsC87hb4cOKUcyh3l1eoOYixuHeeHDh3SycXYroytKS0aQYiBJTwKrVevXnofZWCtKVOm6MR3jFbD0GnkjaqXr/ezw6PuMFjACxgIhY53HINh5dGIdQASvgeDHXDshAkTTOnxqEqg90lLSzMl8YNH5fXp08eUeGP8+PH6uCDLxRdfbM4WjH/961+hc2JwRjSU0dP72uXMzuzZs/V2Vdl1viVASgEG53AKB0YPYh8MREFCPPKCeSQhy5tyGPT/DAZVoNzrgC+/chjrACTcG+cwRpIxTCKCfZDXG2+QJoRz+5VDO8ox1OfAxAKxkJubq4/HsnLlSlMaGaXMQ8eU1QAk5USFvhODabyCwTaQaRznNkKXeeyxx0LnV61fU1oMdDVPIuHU1agPmOwDJCcn632gq1EvIVvQ1Twq3KmrIYdIXcE2L/IOVCMqVEfw/vwA/YPjUF+9UiFaphgcAOCFIkxrB32CaIki/Ib+VHg2DDqg4a1wjJs7wxFvR6tg/vz5OmSG1sKf//xn16nUMOAEhOsHcYK+sMOHD+vP8fT+nSBMw/2hmJ8VXp3bwp6i1+v3A7fM7N6oFzBIBa3aIEu4FpAf4OVyXx9wGyzhJFKE5Nlnn9VyBEaOHBka0AAv+u9//7vunwH8PbgHyO7tt99OV199tS5TikMvynnT/zNoaYJw3rKTspJDtMi4KwHf6SaDWLjVaA/rxYv69evrtV85jCccAQJ8PRUNtPIQIYAeBX6mCkQkhltxCOmHg98BvsMZzkYLE/JeUFCgQ7lOXY1WM8s3R4mgq6GDUbegq1EvUD+cuhrn5PCyVxmD3kQdQSvY3kL2AutTtg+eMEa1XOHWG1qPGEqNPFPM6gNPFCkfPFRZNbnNEe5gGjycB96I10kMzjzzTH2M16moMJEE9seCmXaiEWvLdNKkSaF7QWvJbTn//PND1/Lmm2+aI+PH448/rs+NmUEqG2gVIPcW148WNlqHt956q9nqDiIk7J1jmjHIIqICyC3k2aYgLzNmzDBHuANvG/tiwWxSuJZoYKg/9n/qqadMSWT8ymGsLVP792CCEDc55FYGFrcc8aBgEgKc26scrlu3Ttd/+4IJDnAO5Eg6tznzkt2AfuB79Nq69dIyRYsL+bTIhfaybNy40RxZEuSfY5Y4yC/kD2tMXuIH6Fpcq3IMTcnxQH6wD+tqTCkJXY0pJU855RStq9HSjPaM8C5xHug3TIQRDc45xoLWqxdYh0JP+oXfN+q7VyqEMUVSNi4clRJK7JprrtHTlN12221WRkaGpzk/IWT8sJE35RXMT4ljlBdlSiID5Yr9kRyNihCNWI3plVdeqY/DswjHX//6V72P8gI9XQvz3Xff6RlUduzYYUrcwZRgOL/yIk1J5UG1lvS1I1yEcA9CldHmUoWs4RgoBDhy1157rV6Qp4aK6XVWLJ7XGXL9/fffm9LIsBHHBB1e8CuHsRpT5E3iOCyY79gNzA7F+/jJb0SOomrN6AkqIiXJ87R5XuUQ0+Px9XhZMJ1cNGA0eH/nxCnh8GJMP/nkk9A+XhY0GNzgZ4TuBgDn4fLLL9efvXLWWWfpc/ztb38zJcfDIX/oauRtw4hCV+P74aiUlq7G3AN8jNeGAyYQwf4w7n5ZuHChPhb2wSvlHubFiCruKFcvUTf3McBCKXJSCoAGDRqkR15FQ3kueo2BRIMHD9afvcCjydyG+7vBYQ6EoxHeKy0Q/gCROtvRyQ4wHN/rtYwfP16nUiBUxaHHcHAoBgO4lKzoz5UBjALk/EuEZRHmQYgo2gAk7m5AmFm1EHUXAhZ0F4wbN87T4CDw9ttv6zXSMU4++WT9ORocmlMKWK+jUVZyyPnLCF2HC699+OGHeo3rwIh6LyAnEzKI0F7jxo1L5Jk74VHYXuUQqXUIWdoXfr4YWOLcxvnrkeBBjIDPFQ9w/8g2cF5TuMWt+wMjVWfPnq0/8+BM6A1fIUoFD/4JV0+gqznkD12Nd7hkyRKtq9HFgVx4P7oa3XZedTXracDdKJHA+8KvLQHlXOm1HxD2BvbvjUa5G1NWYKiIfuPadvgFQYi8KjDAldOrseBRix07dtTr0oIdjHCCgOHnrMSUZ6jXXpg4cSKpFq3+HG40HsOCBOH1o7CRD4gRgUEW7g+MBfRfqtaaHuWKVA5cD4xUtNQY7vdz9tv7Ae+N3x2G5nsFTiDgfvJolJUcsvJEyk6458d5h6i/MAxewMQU6IeEbOHew02QAdiQeZVDpPLgOdoXTqfD2Avntm7duultkbAbGLthDQomONizZ89x1xRucRvljsYHjzRmmYMeRJ+pnzxJPgfGmLgRb12N5+5VV9v1sxddDf3I9xNNz7nh1y6AcjemrMDQYQ1PNVa4NRAtvcUJEq2Bl4RwKGjOQwyXwhMPcC08Cw+8djeQa4gXDeXlZSYQO7gPEG3gCiovgEfsh0mTJumUkSALWtuxgIFb8JQBvHUoajbMkRQxEsm5dRQPRQGFdN555+nPXmCPno1XJMpKDgE/u3ByCDnl9AE/ESEA44x7ueiiiyK2Nlgp+pXDeGJX+l50RVnC8n7xxReH6jSiKHAgOX85GtAlXN/DtdRZV2NgYjx0Na7XK6yngZfoDTubIBZjyu/Y/r3RqDAt0yCJzqjw/PD8PjiEPAFCJdGAsoXygFJOSUkxpfHH7k3CyXCCcAymdwMwOtFaXMDuYXEFi2ZMWbF7CYNVBFABMBIQlQ25pVdeeaUu5xlZInmZaF2xkxGkZcrG1K888xRs4WZOslNWcghYcbnJIYBTB2MHGcGz9wMcH8hytNY1z2pWnnKIkCTDo0orApCXFSuKJqLBpAcMywXnREcDk5rwuw4nu6yrg9QPjPhlXe3nPKynATc0IsHdIKgjsWQGIDoG7N8bjXI1pgiXsGIPYkzxclhR+j0Pe1gYeh0NVH6AY+KdnG4H/TrcinILgyApmkOJffr00etwfPDBB3qmEXhYaKVhmjP2DKM5Hjyrjd8k9dGjR4fCnbEunHzuB3zvp59+qluFSABn2DmJFJ5jrxuVJ4gs8rP1ew5OQ4rUd8iUlRwCHkvgJodQvlOmTNGf77777ojjDtB/l5aWpqMO6I/q3LkzzZo1S2+L1rpmp648J0uwt8S8RA/KCqQAQq4RxrZPOQrnDFErr5OfsNzhHbpFVNDlw7o6SOQG9Qy6GvrIy+QLjP35e2n4cFoQjoslosGpUF67LUC5GlPkM3EIJ0hFseef+VViPA+wfRq5cPD0U04FhvDIjBkzzH/BQf8MD/Zw6zvMyMjQayihSCFeKDrsA+W1atUqPXkzFDE8fRjraMaUn4nf0DmMGZ5rkMVeebyAwQasnDE5ur0SsKMVyaNlIxgunOkFGG3ktgG/csgKDAqLB4KEo6zkEHCL1O3ZYcJ71GHI0bBhw0zp8aD1BOMJ2Xv00Uf1zDdQpshDhBxGa5nyICi/chhP7DOMxftHJWIFM41hcBxAri874AzGW6Bl6sX4cKge78IttIn6xbqaZ0uKBY7coA/ey0AiBjqB8fL8eYpYZx3B8+CweCRY93nNaQXlakztIQg/HoATHogDDyRa6NIJCwaUKYf5wsFTTMHrycvL0545WlDo80FrKp4gTAnsc2VCyUKBQRgwYQDmfnVWIAZhYIR9MMUd9sMUWjCs/IskuOZIIQzcG1q1AIqwIgOHAyNnYTQhR/jlDjscouPJtVFR8KsTbLTQ0oCzAYLIIc7PrV8/XjdgpwhGi597OMpSDnlyCdRVe18hZAqtUTxbOHfhRriibkLu0FKCMUUoGFMpYjQoQAgOI1rDgXvjke1B5BBKEY4Bj9L0Cww5K/9NmzbptROEMDMzM0MLGzoAR5bLMV0m7isICDXfeOONWobxDN1C7DCMaFFiPlzsx32iTlBveMrIcE6R/V78GBgnnIHgt35gTIF9ysNo8HtGHUFUBLKLOjJw4MCQUxAO6Ah2rn05DupBlgvKgw9NEYgFUwGqSmO2+qNr1676HH7zqgCmIuRr+PTTT02pO5ga7uSTTw7tr1qQejpDZbTC5vrFmmeqKoHOkcR3qMqg87F4kgZMQhAJVVH1b79iceY5cm5qtCm5kCCO/ZRQWkr4TGnFA88d7x3XigW/i+sGJm3A9ho1aug1fpMRKAVjDR48OHS8MqZ6ujhloPV2P8yZMyd0ni1btphS7/CUguPGjTMl7sQih7HmmSrnQE8Lh2OR+4zpGTGJAr4TuYbKMTF7Ho9S4HoiARzrzLNEPirKo/3GLMsh3lt5y+Ell1yiryXctIrIs8R2L4tyMsxRsaEcxtC5wtVl5ZSF9oEuwaQKzh91B5gWE/sgz9RNfl544YXQj8JjGTVqVEy6WrUWQ+dA3rZfMFkKjm3durUpCc+CBQtC34Vrr1q1ql4jfzQasAN8LE9V64Vya5lOnjxZe3toOWFBCwsz/ccCQgY4B361wS/4pRju6+F+s3BgsnmMEIUnCI8cXjs8dvzuXbgWYqzAC8YE6RhEA4/qvvvu0x4hBnxgcv9I4Pf7EApB/6izr4v7QaOF1vDbhgB9MV5zcMsDTMOHsBTeP1qbnGfnBD+nhFAdIheqooXSgzB4A6kJLId4LshRtY8G9AqeE86B/F3uA/XDPffco9f2X5txoyzlEIPbkGqCvjl0pyhFqr121F+EBp2TkdtByBqtSjyXLl26mNIi+Hczo0WSWA5xfHnLIX7nEjh/zYRBXWE5irQgOhTLoBg7LPNYkN/pBgYhQZbxQwF4j4hWuaUBcb83zuMmP2hJQw/x90EOYtHVCDfzORAp8wvGh0AGEBmINsYFrXb8YgxHPlAnUUc44hcJtgP4Ll/XaYzq/zSYaQmPArMvxZtYW6ZBwITr+E4lPKakGEyLBw9tf5RZXHiKOEylJ5QdStnp564cKFMSH2JtmQaBJ0XHlINOMHMOts2fP9+UuMNyOG/ePFNSfmzbtk3PVIX6o5w4U1q5ee+99/TzxT2Fm6qwIsG6WjmepiT+wA7gO6JNP+qkXPtMKwro+8GgGfRPVqSRerHCfcjOfgl4hujXwyTO9qH+TtBS45F7zgnZhdLlySef1CNe0XfFfYWVFf5dS+eEDOgXRmsXRBoEh/4uyCH6v8JFHMoSRMAQuUCfWrToQWUBEQcwYcKEmGYKKmugq5GVgIF2paGrcU7YAdgDjhR5RYypAvlrCIegkmMgS2UHOWMIE0Mg7OAeMeI0WogX4RDlaOlRxaolY0qFsgC/qoFwLQazILTJYfnKCOdjOgd14Qe0Ofc3UpiXJyZBV4yffL/SBL8ABHBtlRk4BBgBjAFBQ4cO9W04ygvoasxqhjzQ0tDVquWr7QB0pd+8ZjGmBswBjBGy+DV3zMNamUH/CEbv2fMqMerz8ccf1595/tRwIwo5N+3aa68NNLpViA0oNxhUOEXo44o2ureiwv1v9lHAMI4sh3AceOYn57R3UPacAhbrbFilAfoV0QcHhzOWfvWKAEa3IuKE+XSRRob+z3j3tZcmmF8cegm6mkchxwPofYxPgR2APfCLGFMbGJiCDmr8BiaGmvudKLqiwKEoVBbkAUJ5QQCnTZumtyOUgXwvJHnbf6eRwQALhOZ4f6HsQVoTwrwYrIG5l8eMGWO2VB641QkFBZlCixSGkY0jnD44CvgfA5rsYPINOISQw759+5rS8gcDfzAIC3mPuK/KBhw0RDzwbvA+0K1Q2YAThrxX6Go4nhhMGERX41joe+h9nBN2ICbQcSqUBD+LhN9uxGCDaD/bFY3yGIC0Y8cO/XuD+F4sSGlAugyGpmN4PMqQapCTk2OOECo6SFEJQkFBgbV69WpPvx0ZL/DzasrohOSwWbNm1po1a3TaUd26dXUZUq9mz55tjhDKAqQs/VJYunSpTgGErsbvuPoF+h3HQt/jd3CDUAV/lFALDuAVv/jii7rfEZ5crMDrQZoK4u9Bh8P7Ad+LiQiQDoIJAdAKAEhnwKQFKEOKhSCUJphtC/1y6MPv1atXaOIDREyQloQJHTAgThBiBd1VSAdEmhb/OpBXIIOQUcgm68hYEWMqCIIgCAGRPlNBEARBCIgYU0EQBEEIiBhTQRAEQQiIGFNBEARBCIgYU0EQBEEIiBhTQRAEQQiIGFNBEARBCIgYU0EQBEEIiBhTQRAEQQgE0f8Dofk6hTH0h14AAAAASUVORK5CYII=)

D(D1||D2) = P(euro|D1) \* log2(P(euro|D1)/P(euro|D2)) +

P(championship|D1) \* log2(P(championship|D1)/P(championship|D2)) =

(0.7 \* 0.2 + 0.3 \* 0.375) \* log2((0.7 \* 0.2 + 0.3 \* 0.375) / (0.7 \* 0 + 0.3 \* 0.375)) +

(0.7 \* 0.05 + 0.3 \* 0.25) \* log2((0.7 \* 0.05 + 0.3 \* 0.25) / (0.7 \* 0.08 + 0.3 \* 0.25

2.

a) Probabilities:

|  |  |
| --- | --- |
| bigram | P (x\_i | x\_{i-1} ) |
| <s> the | 1096 / 2400 |
| the five | 227 / 3147 |
| five boxing | 17 / 821 |
| boxing wizards | 1 / 536 |
| wizards jump | 3 / 7 |
| jump quickly | 420 / 692 |
| quickly <e> | 500 / 587 |

P(sentence) = product of all probabilities = 2.819 \* 10^(-7)

b) The fit is **underfitted** since it is only marginally better than the baseline for the test data and **worse** than baseline for training and validation data. This indicates that there is some fault in the pipeline, for example, not training the model **long enough**. However, training too long endangers the model with **overfitting**, which could be solved by **stopping** when the **test fit** starts to **worsen** or by using **cross-validation**.

c)

i) **Hierarchical** (or K-Means) clustering since it does require knowing how many clustering groups before starting to cluster. It is an **unsupervised** algorithm and partitions data into **non-overlapping clusters**. If going top-down, it iteratively divides a group of cars into multiple groups, dividing those groups even more and so on.

ii) The elbow method charts number of clusters (K) as an independent variable against average within-cluster distance to centroid and chooses K at which the curve flattens and does not change the distance much with larger Ks.

3.

a) Although it would **improve efficiency**, it would be **worse** for semantic representation to do one-hot encoding than bag-of-words since it would cause **loss of information** of the frequency of words. [more explanation needed]

b)

i) The previously annotated material can be used to fine-tune BERT in order to encode the style and most likely words that the dictator would have used. The default **Masked Language Model** used by BERT’s training process would be ideal to help in this task, as given the context of a missing word/s, a most likely candidate can be proposed attending both to the extensive LM already learnt by a pre-loaded BERT model, and what was learnt through the fine-tuning process on previously existing transcribed content.

ii) **MLM** can also be used. In this case we are looking at which words may be “out of place”, i.e., not likely to have been pronounced by the dictator. By randomly hiding chunks of text, we can compare the estimations of our learnt model in predicting those words against the actual text. Assuming our fine-tuned model has a good understanding of how the dictator communicates and word choices, the impostor text should be statistically dissimilar to the estimations and proposed words given by the model. **Next sentence prediction** could also be a good answer here, as we can measure how the estimated sentence differs from the actual sentence. **Higher differences** could be a good indicator that the “imitator” is the author of that content.

4.

a)

i)

|  |  |  |  |
| --- | --- | --- | --- |
|  | NN | VB | MD |
| May | 1/3 | 0 | 1 |
| is | 0 | ½ | 0 |
| tomorrow | 2/3 | 0 | 0 |
| rain | 0 | ½ | 0 |

ii)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | NN | VB | MD | <e> |
| <s> | 1 | 0 | 0 | 0 |
| NN | 0 | 1/3 | 1/3 | 1/3 |
| VB | ½ | 0 | 0 | ½ |
| MD | 0 | 1 | 0 | 0 |

iii)

P(**NN**|May, <s>) = 1/3 \* 1 = 1/3  
P(…) = 0 (nothing but nouns can start a sentence)

P(NN|rain, NN) = 0 \* 0 = 0  
P(**VB**|rain, NN) = ½ \* 1/3 = 1/6  
P(MD|rain, NN) = 0

P(**NN**|tomorrow, VB) = 2/3 \* ½ = 1/3  
P(VB|tomorrow, VB) = 0  
P(MD|tomorrow, VB) = 0

* <s> -> NN -> VB -> NN -> <e>